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ABSTRACT: Hydroxylation reactions of aromatic rings
are key reactions in various biological and chemical
processes. In spite of their significance, no consensus
mechanism has been established. Here we performed
Marcus plot analysis for aromatic hydroxylation reactions
with oxoiron(IV) porphyrin π-cation radical complexes
(compound I). Although many recent studies support the
mechanism involving direct electrophilic attack of
compound I, the slopes of the Marcus plots indicate a
significant contribution of an electron transfer process in
the rate-limiting step, leading us to propose a new reaction
mechanism in which the electron transfer process between
an aromatic compound and compound I is in equilibrium
in a solvent cage and coupled with the subsequent bond
formation process.

Hydroxylations of aromatic rings are important biological
and chemical reactions and are catalyzed by various

metalloenzymes and metal catalysts.1−6 Among these reactions,
the aromatic hydroxylation reactions catalyzed by cytochrome
P450 have been studied for the past decades with relation to
detoxification processes, biosynthesis, and carcinogenicity via
DNA mutations.1−4 Like most monooxygenation reactions by
cytochrome P450, the aromatic hydroxylation reactions are
mediated by oxoiron(IV) porphyrin π-cation radical species
(compound I).7 The mechanism of the aromatic hydroxylation
reaction has been extensively investigated using liver micro-
somal fractions, isolated cytochrome P450, and its iron
porphyrin model complexes, and several reaction mechanisms
have been proposed (Scheme 1). Pathway A involves an initial
electrophilic attack of compound I on an aromatic compound
to form an arene oxide.8,9 Pathway B is similar to pathway A,
but a tetrahedral σ intermediate is formed via the electrophilic
attack of compound I.10−16 Pathway C involves an initial
electron transfer to form an oxoiron(IV) porphyrin species
(compound II) and an aromatic radical species followed by the
bond formation to yield the tetrahedral σ intermediate.17

Pathway D is analogous to the rebound mechanism proposed
for alkane hydroxylation, in which abstraction of a hydrogen
atom of an aromatic ring by compound I is followed by
rebound of the hydroxyl group.9 The meta-hydroxylation of
chlorobenzene and biphenyl is inconsistent with the direct
arene oxide formation (pathway A).10 The mechanism
involving hydrogen abstraction (pathway D) has been ruled

out by the experimental results of a small hydrogen/deuterium
kinetic isotope effect (KIE) and the 1,2-hydride shift to a
carbocationic center (NIH shift) in the aromatic hydroxylation.
The formation of an aromatic cation radical species has been
reported in the reaction of cytochrome P450 with 1,2,4,5-
tetramethoxybenzene having a low oxidation potential,
suggesting the initial electron transfer (pathway C).17 However,
theoretical calculations denied pathways C and D and rather
supported the direct electrophilic attack mechanism shown in
pathway B.12−14 A recent kinetic study of synthetic compound I
model complexes with benzene afforded a large negative
Hammett ρ value, supporting pathway B.15 While the
mechanism of the aromatic hydroxylation reaction has been
studied by many groups, there is no consensus mechanism that
can explain all of the experimental results. In this paper, on the
basis of Marcus plot analysis,18 we propose a new mechanism
by which all of the experimental results can be explained
reasonably.
To construct the Marcus plot, we prepared compound I

model complexes having different redox potentials, shown in
Figure 1, and performed kinetic studies of the aromatic
hydroxylation reactions with anisole, benzene, and naphthalene.
The redox potentials of these compound I model complexes are
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Scheme 1. Proposed Reaction Mechanisms for Aromatic
Hydroxylation Reactions by Compound I
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modulated by the number of fluorine atoms in the meso-phenyl
groups of the porphyrin ligand without changing the steric
effect around the oxo ligand (Figure 1). The compound I
model complexes of 1−5 were prepared by oxidation of the
corresponding ferric trifluoroacetate (TFA) complexes with
ozone gas, followed by removal of excess ozone gas with
bubbling argon gas, in dichloromethane at −80 °C.19 Figure 2

shows absorption spectral changes for the reaction of
compound I model complex of 1 with anisole at −80 °C.
The absorption spectrum of 1 changes to that of the ferric
complex with clear isosbestic points. Similar absorption spectral
changes with clear isosbestic points are observed for the
reactions of the other compound I model complexes with
anisole, benzene, and naphthalene (Figures S1−S3). The time
courses of the absorbance for the reactions of the compound I

model complexes with these aromatic compounds can be
simulated with a single-exponential function, providing the
second-order rate constants from the dependence on the
concentration of the aromatic compound (Figures S4−S15).
The reactions of compound I model complex of 5 with anisole
and naphthalene were too fast for the reaction process to be
followed with an absorption spectrometer, and the reaction of
compound I model complex of 1 with benzene was too slow for
the kinetic experiment to be carried out. The estimated second-
order rate constants are listed in Table 1. The second-order rate
constant increases with an increase in the number of fluorine
atoms in the meso-phenyl groups (1 < 2 < 3 < 4 < 5), and an
approximately 1000-fold difference between 1 and 4 for anisole
and 2 and 5 for benzene was observed.
The KIE for the reaction of 2 with anisole was determined

with deuterium labeled anisole-d8 (Figure S16) and was found
to be 0.92 ± 0.08. Similar KIE values were reported for
benzene, toluene, and naphthalene in a previous paper.15 The
observed very small KIE values are consistent with electrophilic
attack of the oxo ligand on the sp2 carbon center of the
aromatic compound in the rate-limiting step (pathway B) but
are inconsistent with the hydrogen abstraction mechanism
shown in pathway D.
Product analysis of these reactions under single-turnover

conditions at −80 °C indicated the formation of 4-
methoxyphenol (6−65%) from anisole, 1-naphthol (10%)
and 1,4-naphthoquinone (5%) from naphthalene, and phenol
(4%) and p-benzoquinone (2%) from benzene (Table S1). The
reaction of benzene under catalytic conditions at −40 °C
afforded p-benzoquinone (188%) as the major product (Table
S1), as reported in previous studies.15,17 The reaction of the
18O-isotope-labeled compound I model complex of 4 with
anisole under single-turnover conditions showed the incorpo-
ration of the 18O atom (60%) into 4-methoxyphenol (Table
S1). These results indicate that the compound I model
complexes catalyze these aromatic hydroxylation reactions.
The redox potentials of compound I/compound II redox

couples were determined from electrochemical measurements
on compound II model complexes of 1−5 at low temperature.
The compound II model complexes of 1−5 were prepared by
ozone oxidation of ferric hydroxide complexes in acetonitrile at
−40 °C. Quasi-reversible redox waves were observed in cyclic
voltammograms (CVs) and differential pulse voltammograms
(DPVs) of compound II model complexes of 1−5 (Figures S17
and S18). We previously reported that these redox couples are
assignable to the compound I/compound II redox couples.20

The half-wave potentials of the compound I/compound II
redox couples, E1/2(I/II), for 1−5 were determined and are
listed in Table 1.
To investigate the electron transfer process in the aromatic

hydroxylation reaction, we constructed plots of (RT/F) ln(k2)
versus ΔE1/2(I/II) for the present hydroxylation reactions

Figure 1. Structures of compound I model complexes used in this
study.

Figure 2. Absorption spectral changes for the reaction of compound I
model complex of 1 with anisole. Red line: immediately after addition
of anisole. Black dotted lines: absorption spectral changes at 4 s
intervals. Blue line: the final spectrum of the reaction. Inset: Time
course of the absorbance at 674 nm for the reaction. The solid line
indicates simulation of the time course with a single-exponential
function.

Table 1. Second-Order Rate Constants and Redox Potentials of 1−5

1 2 3 4 5

k2(anisole)/M
−1 s−1 (5.83 ± 0.13) × 10−1 4.82 ± 0.26 (2.59 ± 0.11) × 10 (5.09 ± 0.38) × 102 nd

k2(benzene)/M
−1 s−1 nd (2.00 ± 0.20) × 10−4 (9.24 ± 0.63) × 10−4 (5.81 ± 0.12) × 10−2 (2.42 ± 0.25) × 10−1

k2(naphthalene)/M
−1 s−1 1.04 ± 0.05 6.01 ± 0.13 (1.52 ± 0.05) × 10 (5.90 ± 0.30) × 102 nd

E1/2(I/II)/V vs SCE 1.120 1.177 1.214 1.294 1.358

ΔG⧧/ΔGET (anisole)/kJ·mol−1 47.5/62.7 44.0/57.2 41.3/53.7 36.6/45.9 nd

ΔG‡/ΔGET (benzene)/kJ·mol−1 nd 60.9/123.8 55.4/120.2 51.1/112.5 48.9/106.3
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(Figure 3). The plots can be simulated well with linear
functions with the slopes of 0.68 ± 0.07 for benzene, 0.65 ±

0.02 for anisole, and 0.60 ± 0.06 for naphthalene. According to
the Marcus theory, a plot of (RT/F) ln(k2) versus ΔE1/2(I/II)
should be linear with a slope of 0.5 when the electron transfer is
exergonic.18 The observed slopes clearly indicate the
involvement of an electron transfer process in the rate-limiting
step.
The half-wave potentials of anisole (1.77 V) and benzene

(2.46 V), E1/2(Ar), are much higher than the E1/2(I/II)
values.21,22 Thus, the processes of electron transfer from
compound I model complexes of 1−5 to aromatic compounds
are endergonic. The driving force for electron transfer, ΔGET
(calculated from the relationship ΔGET = −nFΔE, where n = 1
for a one-electron transfer process, F is Faraday’s constant, and
ΔE is electromotive force), is larger than the free energy of
activation, ΔG⧧, of the aromatic hydroxylation reaction
(estimated from the Eyring equation, ΔG⧧ = −RT ln(hk2/
kT), where R is the gas constant, T is the absolute temperature,
h is Planck’s constant, k is Boltzmann’s constant, and k2 is the
second-order reaction rate constant) (Table 1).23 Therefore, a
simple electron transfer reaction from the compound I model
complex to the aromatic compound, shown in pathway C, is
not involved in these aromatic hydroxylation reactions.
An analysis originally reported by Ram and Hupp24 affords a

reasonable explanation for the large slopes observed in Figure 3.
This analysis has been applied to hydrogen atom transfer
reactions, in which the electron transfer process is endergonic
and coupled with the subsequent proton transfer process.25−27

In these reactions, when the proton transfer process is much
slower than the electron transfer process, the electron transfer
process would be in equilibrium, and therefore, the slope of the
plot should be 1.0. On the other hand, when the rates of the
electron transfer and proton transfer are comparable and
thereby coupled to each other, a value between 0.5 and 1.0

would be observed. The observed slopes between 0.5 and 1.0 in
Figure 3 indicate that the electron transfer process must be
coupled with the subsequent process. Since the proton is not
transferred in the rate-limiting step of the hydroxylation
reaction, as supported by the KIE values, we propose that the
electron transfer process is coupled with the subsequent bond
formation process (Scheme 2). In the initial stage of the

hydroxylation reaction, compound I makes a solvent-caged
complex with the aromatic compound, and then the electron
transfer occurs from the aromatic compound to compound I to
form an aromatic π-cation radical and compound II in the
solvent cage. The electron transfer process is in equilibrium in a
solvent cage and coupled with the process of bond formation
between the aromatic π-cation radical and the oxo ligand of
compound II, resulting in a tetrahedral σ intermediate as
proposed in pathway B. This mechanism is different from the
mechanism shown in pathway C and is feasible because the
electron-transferred state in the solvent cage is an intermediate
of the endergonic electron transfer process and much more
stable than the completely electron-transferred state proposed
in pathway C.
This mechanism can reasonably explain previous exper-

imental results because it involves the electron-transferred
complex and the tetrahedral σ intermediate in one rate-limiting
step. The observation of the aromatic π-cation radical species of
1,2,4,5-tetramethoxybenzene is quite reasonable because such a
radical species can be easily liberated from the solvent cage
when the electron transfer process is exergonic, i.e., when the
redox potential of aromatic compound is lower than that of
compound I.17 The NIH shift and regioselectivity can be also
explained by the participation of the tetrahedral σ intermediate
in this mechanism.9,10 This mechanism is also supported by the
results of theoretical calculations, which predicted that the rate
constant for the aromatic hydroxylation should be correlated
with the ionization potential of the aromatic compound and the
electron affinity of the compound I species.14,28

In summary, we carried out Marcus plot analysis of aromatic
hydroxylation reactions by compound I model complexes. The
slopes of the Marcus plots indicate a significant contribution of
an electron transfer process in the rate-limiting step and
allowed us to propose a new reaction mechanism in which the
electron transfer between an aromatic compound and
compound I is in equilibrium in a solvent cage and coupled
with the subsequent bond formation process.
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Figure 3. Plots of (RT/F) ln(k2) vs E1/2(I/II) for the reactions of
compound I model complexes with anisole (red), benzene (blue), and
naphthalene (black) at −80 °C. The numbers in the parentheses are
the slopes of the fitted lines.

Scheme 2
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